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Abstract—Software Testing plays a crucial role in the software 
development lifecycle as it is used to improve the quality and 
increase the reliability of software. Software testing successfulness is 
always determined on the basis of generated test cases and their 
prioritization. So, it consumes more effort, time and cost. Today, a 
numerous soft computing based approaches are available for better 
accuracy in testing. The aim of this paper is to provide review of 
some of the recent work that has been done in the area of software 
testing by using computational techniques. Based on those work, This 
paper proposes an approach for data flow testing using PSO. This 
paper discusses how PSO algorithm is used for optimizing in the 
issue of data flow testing. It will use a simple algorithm of PSO 
(Particle Swarm Optimization) inspired by social metaphors of 
behaviour which uses the concepts for optimizing the nonlinear 
function of particle swarm theory for data flow testing which 
guarantees full path coverage.  
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1. INTRODUCTION 

Software quality can be measured through product reliability 
and customer’s satisfaction. An exhaustive testing ensures the 
quality of the software. Software testing is generally divided 
into white box testing and black box testing. White box testing 
is also known as structural testing as the structure or logic is 
considered in this testing. Testing mainly comprises of static 
testing and dynamic testing. Static testing does not need any 
tool as the testing of program is done without executing the 
program and it is done through verification and dynamic 
testing is performed with the execution of code and it is a part 
of validation. In this testing, test data is given to the system in 
the form of input and results are checked against the expected 
output while executing the software as the structure or logic is 
not considered in this testing. On the other hand, white box 
testing is another essential technique in dynamic testing. It is 
also known as structural testing as whole structure design and 
code is tested and its aim is to test the internal parts  

and uncover bugs as many as possible in the logic of the 
program. 

In Software Development Process, testing is costly and time 
consuming phase. There are some of essential task in software 
testing to create the test data to satisfy a given test-coverage 
criterion. This process is known as test-data generation. Also, 
there are many crucial activities associated with software 
testing such as: 
 To cover a certain testing criterion, find the path cover.  
 To satisfy the path cover, generate the test data. 
 Test execution by using the test data and the software 

under test. 
 Evaluation of test results. 
 
Today, for a large project there are large numbers of test cases 
required. So it becomes difficult for tester to test large and 
complex programs. Therefore, there is need to reduce the 
testing set to generate optimal test data which further reduces 
the time and cost involved in testing. This work focuses on the 
computational technique which is guided by data flow 
dependencies in the program to search for test data to fulfil 
data flow selection criterion. This paper presents an algorithm 
of PSO technique to generate test data which gives a strong 
level of software coverage. In this paper the emphasis is given 
on PSO algorithm which will be used for data flow testing.  

The rest of the paper is organized as follows. Section 2 gives 
some basic concepts and definitions and survey of various 
research papers related to dynamic testing Section 3 describes 
about data-flow analysis technique. Section 4 shows a PSO 
algorithm which is used for optimizing data-flow testing in the 
proposed approach. Section 5 introduces conclusion and future 
work. 

2. BACKGROUND 

Here, this paper discusses about some basic concepts that are 
used throughout this work. 
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2.1. Control Flow Graph 

The CFG of a program can be represented by a directed graph 
G = (V, E) with a set of nodes (V) and a set of edges (E).Each 
node represents a group of consecutive statements, which 
together constitute a basic block. The edges of the graph are 
then possible transfers of control flow between the nodes.  

2.2. Dominance Tree 

For G = (V, E), a directed graph with two distinguished nodes 
n0 and nk, A node n dominates a node m, if every path P from 
the entry node n0 to m contains n. A dominator tree DT(G) = 
(V, E) is a directed graph in which one distinguished node n0, 
called the root, is the head of no edge; every node n except the 
root n0 is a head of just one edge and there exists a (unique) 
path (dominance path dom (n)) from the root n0 to each node 
n [25]. Fig. . 2 gives the dominator tree of program 1. 

 

Fig. 1: Program 1 

 

Fig. 2: Dominance Tree 

As the present market is highly competitive, it is a pressing 
need of software organizations to provide good quality 
software products to the customer within the estimated budget, 
and hence a strong level of testing coverage technique is 
essential. Recently, there are some novel search-based 
optimizations techniques have been developed such as Ant 
Colony Optimization (ACO), Particle Swarm Optimization 
(PSO), Bees Colony Optimization, and Artificial Immune 
System (AIS) which are used in optimizing the testing. An 
ACO algorithm is a probabilistic technique for solving 
computational problems which can be used to find “good" 

paths through the graph. It depends on the behaviour of ants in 
finding paths from their colony to food. Although, this 
algorithm has been already proposed in the issue of software 
data-flow testing [1].  

Ahmed S. Ghiduk et.al. [1] has proposed the ACO algorithms 
in the issue of software data-flow testing and an ant colony 
optimization based approach for generating set of optimal 
paths to cover all definition-use associations (du-pairs) in the 
program under test. The ant colony algorithms has been 
adopted to search the CFG and a model built on the program 
input domain in order to get the path cover and the test data 
that satisfies the selected path. Fig 1[1] provides a block 
diagram of the technique used in this paper. They have also 
used two ant colony algorithms for using with data flow 
testing .One algorithm generates set of paths for covering all 
def-use pairs in the software under test (SUT) and the other 
algorithm finds set of test data to satisfy this set of paths. 

 

Fig. 3: Block Diagram of Data Flow Testing Technique  

D. Jeya Mala et.al. [2] has proposed a new non-pheromone-
based test suite optimization approach inspired by the 
behavior of biological bees based on ABC which is motivated 
by the intelligent behavior of honey bees. In their approach, 
the sites are the nodes in the Software under Test (SUT), the 
artificial bees modify the test cases with time and the bee’s 
aim is to discover the places of nodes with higher coverage 
and finally the one with the highest usage by the given test 
case. Also, they focused on investigating whether this new 
approach outperforms existing test optimization approach 
based on Genetic Algorithms (GA) in the task of software test 
optimization. 

B. Holldobler and E. O. Wilson [3] proposed an ant colony 
optimization technique which is a set of instructions based on 
search algorithms of artificial intelligence for optimal 
solutions; here the iconic member is ANT System. Ants are 
blind and small in size and still are able to find the shortest 
route to their food source with the use of antennas and 
pheromone liquid to be in touch with each other. ACO 
inspired from the behavior of live ants, are capable of 
synchronization with searching solutions for local problem by 
maintaining array list to maintaining previous information 
gathered by each ant. 
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P.R Srivastava et.al. [2] presents an algorithm by applying an 
ant colony optimization technique, for generation of optimal 
and minimal test sequences for behavior specification of 
software and they have also used approach to generate test 
sequence in order to obtain the complete software coverage. 
There have also been discussed the comparison between two 
meta- heuristic techniques (Genetic Algorithm and Ant 
Colony optimization) for transition based testing. In their 
paper, they demonstrate the generation of the optimal test 
sequence for the state -transition based software testing. It also 
describes the standard method of state transition based testing 
and its coverage level but the existing method using GA does 
not provide full coverage for software. 

R.Lefticaru and F.Ipate [5] devised a Genetic Algorithm based 
on test data generation technique. They have used UML state 
diagram for test data generation in order to generate test data 
before coding, In their work, three major steps were involved 
in testing such as generating set of test inputs, execution of 
those inputs on the program under tests, and then checking 
whether the test executions reveal faults. 

3. DATA FLOW ANALYSIS TECHNIQUE 

In this technique each variable is classified as either a 
definition occurrence or a use occurrence. A definition 
occurrence of a variable is where a value is associated with the 
variable. A use occurrence of a variable is where the value of 
the variable is referred. Each use occurrence is further 
classified as a computational use (c-use) or a predicate use (p-
use). If the value of the variable is used to decide whether a 
predicate is true for selecting execution paths, the occurrence 
is called a predicate use. Otherwise, the occurrence is called a 
computational use. Their criteria require that test data to be 
included which cause the traversal of sub-paths from a 
variable definition to either some or all of the p-uses, c-uses, 
or their combination. 

 

Fig. 4: Comparison of Testing Techniques 

However, data-flow testing is important because it expanded 
the concept of control-flow testing criteria and focused on how 
a variable is defined and used in the program, which could 
lead to more efficient and targeted test suites. The results of 

using ant colony optimization algorithms in software testing 
which is obtained so far are preliminary and none of the 
reported results directly addresses the problem of test-data 
generation or path-cover finding for data-flow based software 
testing but the testing with PSO can be made more effective. 
This paper aims at proposing an approach in which PSO 
algorithm is applied in software data-flow testing. This 
technique is based on generating set of optimal paths to cover 
all definition-use associations (def-use or du-pairs) in the 
program under test. Fig. [4] shows the comparison of various 
testing techniques. 

4. PROPOSED APPROACH 

In this paper, it shows a simple algorithm of PSO (Particle 
Swarm Optimization) developed by Kennedy and Eberhart 
inspired by social metaphors of behavior which uses the 
concepts for optimizing the nonlinear function of particle 
swarm theory. This approach is based on generating set of 
optimal paths to cover all definition-use associations (du-
pairs) in the program under test. PSO is initialized with a 
group of random particles and each individual in PSO is 
assigned with a randomized velocity according to its own and 
its companions “flying experiences” and the individuals called 
particles, are then flown through hyperspace. It has memory, 
so knowledge of good solutions is retained by all particles. 
Each particle is updating by two following best values at each 
iterations. The first one is the best solution it has achieved so 
far, this value is called pbest. Another best value that is 
tracked by particle swarm optimizer is a best value obtained so 
far by any particle in the population. PSO can perform much 
better in achieving more def-use coverage as compared to 
other existing search based optimization techniques like ACO, 
GA etc as it has the advantage of memory so it can keep 
information of good solutions of all particles. The algorithm of 
PSO consists of these steps given below: 

1. Initiate Swarm. 
2. Repeat 
3. For p=1 to number of particles do 
4. Evaluate (p) 
5. Update past experience (P) 
6. Update neighbourhood best (p, k) 
7. For d=1 to number of dimensions do 
8. Move (p, d) 
9. End for  
10. End for 
11. until criterion.  
The continuous PSO version uses a real-valued 
multidimensional space as belief space, and evolves the 
position of each particle in that space using the following 
equations:  
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